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a b s t r a c t

As countries worldwide are integrating more energy storage systems and renewable energy sources,
it is important to examine how these impact the frequency stability of the grid. In this study we
explore this question by focusing on Israel in 2025. Based on the Israeli power grid model in 2025,
which includes detailed information on the entire transmission network, generation units, and loads,
we examine hundreds of different locations and sizes of renewable energy sources and energy storage
systems, focusing on the frequency behavior in each scenario following the loss of a large generator.
This is done using the industry-standard PSS/E simulator. The results lead to several design-level
recommendations. One main conclusion is that the Israeli power system already has the required
resources to maintain frequency stability in case a large generation unit is lost. However, to maintain a
reliable system, policy makers should encourage that the existing and additional storage will contribute
to frequency regulation when there is a risk of instability. We also find that the location of renewable
energy sources and energy storage systems has an impact on the frequency stability, and that it is
better to place storage systems in the south, and renewable energy sources in the north. However, at
least until 2025 this impact is not yet strong enough to be a leading factor in determining the location
of these sources.

© 2021 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Large-scale integration of renewable energy sources (RES)
poses significant challenges (Liang, 2017; Ulbig et al., 2014; Hirth
and Ziegenhagen, 2015), one of them is maintaining a balance
between generation and consumption of energy at all times. This
balance is relatively easy to achieve with conventional generation
units, but is harder to maintain with RES, due to their intermittent
nature. In addition, unlike conventional generation units, most
renewable sources do not provide inertia, which is critical for
regulating the system frequency (Ulbig et al., 2014; Milano et al.,
2018). If the inertia is too low then imbalances between genera-
tion and consumption may result in high frequency deviations,
which can trip protection systems, and eventually lead to a
blackout.

Several studies demonstrate the impact of RES on the system
frequency and overall dynamics (Mentesidi et al., 2016; Wu et al.,

⇤ Corresponding author.
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2013; Alquthami et al., 2010; Wu et al., 2016; Remon et al.,
2017; Abdlrahem et al., 2013; Liu et al., 2018; Kottick et al.,
1991). A repeating conclusion is that a high share of renew-
able energy generation poses a risk to the system’s stability. For
instance, Wu et al. (2013) use Kinmen Island as a case study,
and show that increased photovoltaic (PV) penetration increases
the magnitude of frequency oscillations under three types of
events: changing solar irradiance, PV generation losses, and short
circuit faults. The same events are examined by Alquthami et al.
(2010), who use the 39-bus 5620 MW New England test-case
system to examine its dynamics when additional PV generation
is distributed between three large PV plants. The results show
that at 20% penetration level frequency deviations might trigger
load shedding. Another study examines the three main intercon-
nections in the U.S. Liu et al. (2018). The authors simulate the
loss of generation units, and examine the resulting frequency
response. It is found that when the penetration level of PV sources
increases then frequency stability is adversely affected, where
the largest effect is measured in the smallest interconnection. In
addition, Seneviratne and Ozansoy (2016) list several additional
studies that demonstrate the adverse impact of wind and PV

https://doi.org/10.1016/j.egyr.2021.09.057
2352-4847/© 2021 Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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List of abbreviations

BESS Battery energy storage system
DRES Distributed renewable energy sources
ESS Energy storage systems
IECo Israeli electric corporation
PHS Pumped hydro storage
PSS/E Power system simulator for engineering
PV Photovoltaic
RES Renewable energy sources
SNSP System non-synchronous penetration

ratio
TSO Transmission system operator
UC Unit commitment
URES Utility-scale renewable energy sources

penetration on the frequency stability, following the loss of a
large generator.

Energy storage systems (ESS) are recognized as a tool to im-
prove frequency stability by different means, such as virtual
inertia, and numerous studies examine ESS optimal siting and
sizing to improve the frequency stability. Several studies analyze
the optimal placement of virtual inertia (Poolla et al., 2017, 2019),
concluding that frequency stability is determined not only by
the total inertia in the system, but also by the location of the
power disturbance and the placement of the additional iner-
tia in the grid. Another conclusion is that in order to mitigate
the most severe disturbance, ESS should be placed such that
the inertia is equal at all buses. A similar conclusion is derived
by Silva-Saravia et al. (2017), who examine the optimal location
of flywheels for primary frequency regulation and inter-area os-
cillations damping. The results, later verified in simulation, point
out that the best locations for mitigating inter-area oscillations
are in areas with ‘‘low density’’ of inertia. The same conclusion
is derived in another study, in which the impact of the location
of electronically-interfaced resources, with either damping or
inertia emulating controllers, is examined (Pulgar-Painemal et al.,
2018). However, contrary to the studies above that suggest to
place ESS such that the inertia will be more evenly distributed,
other studies find that ESS is better placed in specific locations.
For instance, Adrees and Milanovic (2016) examine the impact of
bulk vs. distributed ESS on frequency stability. The study finds
that at higher PV penetration levels a single large storage of-
fers superior frequency support, in comparison to distributed
storage. Another study, based on a case study of a fault in the
IEEE 9-bus power system, finds that it is better to place virtual
inertia close to the synchronous generator which operates in a
steady-state condition (Cheema and Mehmood, 2020). Finally,
two comprehensive surveys explore hundreds of studies that
examine optimal allocation of distributed generation (Singh and
Mishra, 2018; Bawazir and Cetin, 2020). The majority of the sur-
veyed studies target issues such as line capacity, voltage stability,
power loses, and operational costs.

The state of Israel, like other countries worldwide, set targets
for the integration of RES. In 2015 the targets included generation
of 13% of the annual electrical energy by RES until 2025, and
generation of 17% by 2030 (Israel Prime Ministers Office, 2015).
The target for 2030 was recently updated to 30%, but the target
for 2025 was not updated accordingly (Israel Ministry of Energy,
2020). Although in 2019 RES accounted for only 5% of the annual
electrical energy (Israel Electric Authority, 2019), later in the
spring of 2020, during the COVID-19 pandemic, the share of RES
in the instantaneous power generation reached 29% at certain

times. This high share of RES during the pandemic introduced
stability challenges, which provided a glimpse to a renewable rich
future. Some of these challenges are studied by Carmon et al.
(2020) who examine the effect of the high share of RES during the
pandemic on the Israeli grid, and conclude that a main challenge
was frequency regulation. The shift to even higher shares of RES
will further increase existing technical challenges, and is expected
to create new ones.

In view of these challenges, several recent works study the
integration of RES and energy storage systems in the Israeli power
grid (Vardimon, 2011; Kottick et al., 1993; Halász and Malachi,
2014; Solomon et al., 2010, 2012a,b, 2019; Bogdanov and Breyer,
2015; Navon et al., 2020). For instance, Vardimon (2011) assesses
the potential of distributed PV and finds that rooftop PV alone
can account for 32% of the yearly national electric energy con-
sumption already in 2008. Halász and Malachi (2014) propose an
irradiation fluctuation rank for different sites suitable for PV in-
stallations in the Israeli desert. The motivation is to suggest where
to place future PV power plants such that power and frequency
fluctuations are minimized. Solomon et al. (2010, 2012a,b) study
PV integration in Israel by examining the Israeli power grid as an
isolated grid, while using hourly data of conventional generation,
solar generation, and demand. One conclusion is that increasing
the variability of the generated power in conventional genera-
tors may support future integration of renewable source. Navon
et al. (2020) examine how integration of RES affects the load in
transmission lines. The study concludes that transmission line
congestion inhibits renewable energy integration, and that line
loads can be significantly relieved by optimal distribution of solar
power plants. Kottick et al. (1993) simulate the effects of a 30 MW
battery energy storage system (BESS) on the frequency in the
Israeli grid, following a sudden variation in the load, and show
that BESS can drastically reduce frequency deviations. Studies for
other countries for the integration of RES and energy storage
systems can be found for instance in Tahir et al. (2019a,b).

In comparison to the recent works surveyed above, in this
study we explore how the location and size of renewable energy
sources and energy storage systems impact the frequency stabil-
ity of the grid, as we focus on Israel in 2025, using the most real-
istic dynamic model available. Through this exploration we wish
to contribute new ideas and insights to other researchers and
policy makers regarding this highly important question. Based
on the Israeli grid model, which includes detailed information
on the entire transmission network, generation units, and loads,
we examine hundreds of different locations and sizes of renew-
able energy sources and energy storage systems, focusing on
the frequency behavior in each scenario following the loss of a
large generator. The work has been done in collaboration with
the Israeli Electric Corporation (IECo) using their most updated
databases, and the results have been thoroughly tested and dis-
cussed by leading power system dynamics experts in Israel. The
refined set of results allow us to suggest several policy recom-
mendations for the siting and sizing of energy storage systems
and renewable energy sources in Israel.1 One main conclusion is
that the Israeli power system already has the required resources
to maintain a stable frequency in case a large generation unit
is lost. However, to maintain a reliable system, policy makers
should consider actions that will ensure that the existing and
additional storage will contribute to the frequency regulation
when there is a risk of instability. In addition, we demonstrate
that storage requirements may decrease as the renewable energy
penetration level increases, and that the marginal contribution of
storage for frequency regulation decreases as the overall power

1 This study was done as part of the first author’s MSc degree, and presents
only the professional opinion of the authors.
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Fig. 1. The expected Israeli power system in 2025. The largest conventional
generation unit and renewable energy plant are marked with larger icons.

capacity of storage increases. Moreover, we suggest a measure
that indicates how the distribution of storage may affect energy
curtailment at buses that contain both renewable energy sources
and storage systems. We also find that the location of renewable
energy sources and energy storage systems has an impact on the
frequency stability, and their preferred location seems to balance
the distribution of inertia in the Israeli grid. However, this impact
is not yet strong enough to be a leading factor in determining the
location of these sources at least until 2025.

The paper continues as follows. Section 2 provides background
on the Israeli grid and its frequency control mechanisms. Sec-
tion 3 explains methods used in this work. Section 4 attempts to
find what are the optimal distributions of generation units and
storage for frequency stability. Section 5 examines what are the
minimum storage requirements to handle the worst-case gener-
ation loss in Israel, for different renewable energy penetration
targets. Section 6 concludes the paper.

2. Background

2.1. Frequency control in Israel

Frequency control in the Israeli grid is essentially the same as
in most power systems worldwide. The control relies mainly on
spinning reserves, the flexibility of online generation units, and
the inertia of large synchronous machines. Following an event
such as a fault, or the loss of a large generation unit, the inertia
of the synchronous machines is immediately restricting the fre-
quency rate-of-change. Shortly after that, online units that have
spinning reserves respond in a matter of seconds to provide more
power, and restrain the frequency deviation. In case of extreme
deviations, for example when the frequency falls below 49 Hz,
under-frequency load shedding is executed. Lastly, in a process
that takes 15 to 30 min, more power is dispatched to online units,
and offline units are turned on if needed.

The Transmission System Operator (TSO) in Israel has limited
ability to handle frequency deviations due to several factors: lack
of regulations that target spinning reserve, the isolated nature of
the system, gas supply security, coal environmental restrictions,
and economical considerations. In addition, Israel has a mix of
coal units, gas units, gas turbines, and jet turbines, which all
have very different technical properties. The steam units (coal or
gas) have long initiation times and thus are used for base load
generation, since they cannot be shutdown and turned-on daily.
On the other hand, the gas and jet turbines have short response
times, and so can be shut-down and turned-on daily. During
seasons of low demand, when the share of solar generation in-
creases, several coal units may be shut-down in order to operate
smaller and more flexible gas and jet units, which can mitigate
the intermittency of solar generation and regulate the frequency.
This mode of operation is less economical but is required in order
to operate the power system more reliably. In the near future
several jet turbines, which provide flexibility, are planned to be
closed. Moreover, demand side management, as a flexible tool for
frequency regulation, is very limited in Israel, and is mainly based
on load shedding.

The only utility-scale energy storage system in Israel, as of
2021, is a single Pumped Hydro Storage (PHS) system, rated at
300 MW (Shikun Binui, Electra, 2016). This system helps op-
erators to regulate the frequency during times of low demand
and high solar generation, by acting as a load. While acting as
a load the storage allows to activate more conventional units,
which provide flexibility and inertia, and also provides a large
controllable unit that may be shed in case of extreme frequency
deviations. It should be noted that the ratio between energy
capacity to power capacity in PHS storage systems is relatively
high, and therefore this technology is more suitable for other
applications, such as energy shifting.

2.2. The Israeli grid

The Israeli grid is divided very distinctively between north
and south. The map of the Israeli grid in 2025, shown in Fig. 1,
illustrates this division very well. In this map the ground layer
illustrates the population density in 2018 (Israel Central Bureau
of Statistics, 2019), which correlates well with the distribution
of load in Israel due to the low amount of heavy industries. As
can be seen in the map most of the population, and thus also the
load, is in the north. The map also marks the locations of the main
conventional generators, pumped hydro storage systems, wind
farms, and solar plants. The location of the largest conventional
generation unit, which is in the north, and the largest renewable
energy plant, which is in the south, are marked with larger icons.
It can be noticed that all pumped hydro storage systems and

6150



G.B. Yosef, A. Navon, O. Poliak et al. Energy Reports 7 (2021) 6148–6161

Fig. 2. Photovoltaic power potential in Israel.
Source: Global Solar Atlas 2.0, Solar resource
data: Solargis
© 2019 The World Bank.

Table 1

Total power generation capacities in Israel in 2025 [MW].
Type of unit North South
Conventional 7300 10800
Utility-scale RES (URES) 490 1310
Distributed RES (DRES) 850 1540

major wind farms are located in the north, while most of the
conventional generation and almost all major solar plants are
located in the south. The high solar capacity in the south is due
to the high PV potential in this area, as seen in Fig. 2, as well as
the low-cost and available land there (Israel Government Portal,
2017).

Table 1 summarizes the total generation capabilities in Is-
rael in 2025, categorized by the type of unit.2 The largest re-
newable energy plant that is expected to operate by 2025 is a
500 MW PV plant in the south of Israel, and the largest gen-
eration unit is a 650 MW combined-cycle gas turbine in the

2 The amount of renewable energy sources is estimated based on existing
connection requests. In practice, in order to reach the target for 2025, the total
amount is expected to be higher.

Table 2

Dynamic models used in this work, as named in PSS/E (Siemens PTI, 2010).
System component Model
Synchronous units GENROU/GENSAL generator models

TGOV5/GAST/GAST2A turbine-governor
models
IEE2ST stabilizer model
Various excitation system models

Utility-scale RES REGCAU1 renewable energy
generator/converter model
REECBU1 electrical control model for large
scale PV

Storage systems LDSHXX under-frequency load shedding
model with 2 activation levels at 49.5 and
49.3 Hz

Load characteristic LDFRAL load–frequency model

north. Other significant facilities that are expected to operate
in 2025 are three pumped hydro storage systems with a total
capacity of 800 MW (Israel Electric Authority, 2020c). Moreover,
at least 168 MW of distributed PV plus storage will be connected
until 2025. However, currently there is no regulation that incen-
tivizes their contribution to frequency regulation (Israel Electric
Authority, 2020b).
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Fig. 3. GAST2 A turbine-governor dynamic model.
Source: Adopted from Siemens PTI (2010).

3. Methodology

We used the industry-standard Power System Simulator for
Engineering (PSS/E) software by Siemens PTI to examine the dy-
namics of the future Israeli grid under changing conditions, focus-
ing on the frequency response. The network model is comprised
of both static and dynamic models, and we specify their details
which are not classified as confidential information in Israel, due
to national information security requirements and commercial
secrets. The static model consists of hundreds of buses represent-
ing the Israeli transmission network in the year 2025, including
generation units, transmission lines, loads, substations, energy
storage systems (ESS) and shunt devices. The dynamic models
represent the dynamics of conventional generators, utility-scale
renewable energy sources (URES), loads, and energy storage sys-
tems. The dynamic models we use in this work are standard for
power system studies (WECC, 2012; Pourbeik et al., 2016). How-
ever, in general, synchronous generators are modeled using the
GENROU and GENSAL models, while their turbines are modeled
using the TGOV and GAST family of models. Utility-scale renew-
able energy sources are modeled using REGCA and REECB models,
and ESS are modeled using an under-frequency load shedding
model, since they have a similar frequency response (Delille
et al., 2012; Yang et al., 2017). Finally, the load’s dependency on
the frequency is modeled using a LDFRAL model. The dynamic
models, as named in PSS/E, are summarized in Table 2. As an
example, Fig. 3 illustrates the GAST2 A turbine-governor dynamic
model as implemented in PSS/E.

The tested scenarios are constructed by modifying both the
static and dynamic models with respect to their nominal val-
ues. The static model is modified to derive different scenarios
of changing total demand, total renewable energy generation,
conventional power dispatch, and the distribution of DRES, which
are modeled as negative loads. To this end, we define a base
scenario for the static model that relies on the unit commitment
(UC) algorithm used by the Israel Electric Corporation for the
year 2025, which represents a 14% renewable energy penetration
level. This algorithm dictates in every hour of the year the total
load, total renewable energy generation, power generation and
consumption of pumped hydro storage systems, and the conven-
tional power dispatch. In all scenarios we focus on the hour in

Fig. 4. Typical frequency response at four buses spread across the grid. There
are no significant frequency deviations between buses at different areas.

which the ratio between the renewable energy generation and
the total load is highest. The dynamic models are modified only
to represent different distributions of ESS.

For each scenario we solve the power flow, simulate the loss
of the largest instantaneous generation unit, and measure the
frequency nadir at a large generation bus close to the center
of Israel. Fig. 4 demonstrates that the frequency at a single bus
represents the ‘‘system frequency’’ well, in the sense that there
are no significant frequency deviations between buses at different
areas. Note that in this study power flow constraints such as bus
voltages and line loading are not closely supervised, since we
assume that they do not play a major role in the dynamics that
evolve following the loss of a large generation unit.

The frequency response following the loss of a large generator
highly depends on the static state of the power system, and there-
fore it is imperative to correctly choose this state. Our strategy
was to focus on the worst-case scenario. The critical moment
that lead to the worst frequency response may be estimated
based on two measures: the ‘‘percentage MW trip’’, and the in-
stantaneous ‘‘system non-synchronous penetration ratio’’ (SNSP).
The first is the ratio between the amount of power generation
lost to the total instantaneous power generation, and the second
is the instantaneous ratio between the non-synchronous power
generation and the total power generation. It is well known
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Fig. 5. Frequency response in scenario ‘‘P’’, with different storage distributions.

Table 3

The tested scenarios.
Examined component Tested variable Label Details

Loss of a generation unit Unit type and location
Description

P PV plant in the south
C Conventional unit in the north

Distributed RES Geographical distribution

North [MW] South[MW]
South 490 1730
Spread 790 1430
North 1090 1130

Energy storage systems

Geographical distribution

North [MW] South [MW]
South 0 300
Spread 150 150
North 300 0

Installation site
Loads Loads
DRES Distributed RES
URES Utility-scale RES

that high values in both measures are correlated with increased
frequency deviations (Seneviratne and Ozansoy, 2016; O’Sullivan
et al., 2014). Another measure that greatly impacts the frequency
response is the total inertia, which generally decreases as the
SNSP increases. In this study we focus on the hour (throughout
the year) in which the aggregated impact of these measures
should be highest, which is when the ratio between the renew-
able energy generation and the total load is highest, and the
largest PV plant in the south is in full production.

Overall, this methodology is both scalable in terms of larger
grids and relatively low on computational cost. Its scalability
mostly depends on the number of regions the grid is divided to,
and on the number of scenarios one wishes to examine. Due to
the worst-case scenario approach, the computational cost of the
proposed methodology is lower in comparison to other industry
standard N-1 and N-2 reliability dynamic tests, which repeat
for each of the thousands of elements in the network, and for
thousands of possible scenarios. In order to have a more industry
practical study that will be more extensive and will include
statistical analysis then, for example, the scope of the examined
scenarios can be extended. There are many ways to devise more
scenarios, for example, by examining more than a single hour, or
more than two generation sites for contingency.

4. Optimal distribution of renewable sources and storage units

The frequency stability of the Israeli power system is expected
to be challenged as additional renewable energy sources are inte-
grated. Currently in Israel, the integration of generation units and
storage is not directed by policies that clearly consider how their

Table 4

The distribution of power generation and load between north and south in
scenarios ‘‘P’’ and ‘‘spread’’.
System component North [MW] South [MW]
Load 5830 1940
Conventional generation 900 2990
Utility-scale RES (URES) 490 1300
Distributed RES (DRES) 790 1430

distribution affects the frequency stability of the system. Rather,
their distribution is usually determined by several factors such
as land availability, potential energy resources, lines congestion,
and environmental and economical concerns. Therefore, in this
section we examine if and how the distribution of generation
units and storage has an impact on the frequency response, and
conclude whether appropriate policies should be implemented.

To answer these questions we study by simulations the impact
of four geographical variables on the frequency response, follow-
ing a loss of a large generation unit. The variables are: (1) the
location and type of the lost generation unit; (2) the geographical
distribution of renewable sources (DRES); (3) the geographical
distribution of energy storage systems (ESS); and (4) the type
of system component in which the ESS are installed. For each
of these we define several scenarios, which are summarized in
Table 3. Each of the scenarios is further detailed in the text below.
In addition, Table 4 shows the distribution of power generation
and load between north and south in scenarios ‘‘P’’, for the lost
generation unit, and ‘‘spread’’, for the distribution of DRES.
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Fig. 6. Simulation results grouped according to the geographical distribution of DRES. ‘‘Spread’’ distribution is as given in the IECo network model, ‘‘North’’ is with
300 MW of DRES moved from south to north, and in ‘‘South’’ they are moved from north to south.

Table 5

Frequency nadirs [Hz] following the loss of a large PV plant in the South.
Storage Distributed RES
Type of
component

Geographical
distribution

Geographical distribution

Spread North South

Utility-scale RES
Spread 49.26 49.26 49.25
North 49.26 49.26 49.25
South 49.26 49.26 49.26

Loads
Spread 49.25 49.25 49.24
North 49.24 49.25 49.23
South 49.26 49.26 49.25

Distributed RES
Spread 49.25 49.25 49.24
North 49.24 49.25 49.22
South 49.26 49.26 49.26

We first demonstrate how the distribution of storage affects
the frequency response. Fig. 5 plots the frequency response fol-
lowing a loss of the large PV plant in the south (scenario ‘‘P’’), in
which DRES are distributed according to scenario ‘‘spread’’. The
storage systems are distributed according to five different sce-
narios, as detailed in the figure. As seen in the figure, the storage
systems have two levels of activation, one that starts at 49.5 Hz,
and the second that starts at 49.3 Hz. The storage is activated
after a delay of 150 milliseconds, after the frequency crosses the
storage pickup level and remains below it for 200 milliseconds.
As can be seen in the figure, the plots diverge roughly at 49.5 Hz
and at 49.3 Hz when the storage systems are activated. Two
main observations from this figure are: (1) storage significantly
improves the frequency response; and (2) the distribution of
storage has a notable effect on the frequency response.

Next, Figs. 6 to 9 present simulation results for both gener-
ation loss scenarios. Here the frequency nadir is shown for all
combinations of storage and DRES distributions. In each figure the
results are grouped differently in order to highlight the effects of
different geographical distributions.

In Fig. 6 the results are grouped according to the three DRES
distributions: ‘‘north’’, ‘‘south’’, and ‘‘spread’’. In the ‘‘spread’’
scenario DRES are distributed as given in the IECo network model
for 2025. In the ‘‘north’’ scenario 300 MW of DRES are moved
from south to north, and in the ‘‘south’’ scenario they are moved
from north to south. As can be seen in Fig. 6(a), in case of gener-
ation loss in the south, the highest frequency nadirs are obtained
with the ‘‘north’’ scenario, and the lowest are obtained with the
‘‘south’’ scenario. In addition, Fig. 6(b) shows that generation
loss in the north yields contrary results, in which the highest
frequency nadirs are obtained with the ‘‘south’’ scenario, and the
lowest are obtained with the ‘‘north’’ scenario.

In Fig. 7 the results are grouped according to three geo-
graphical distributions of storage systems: ‘‘north’’, ‘‘south’’, and
‘‘spread’’. In all these scenarios 300 MW of storage are spread
among buses in the system. In the ‘‘north’’ scenario all the storage
is in the north, while in the ‘‘south’’ scenario it is all in the south,
and in the ‘‘spread’’ scenario it is evenly distributed between
north and south. As can be seen in the figure, in both generation
loss scenarios placing storage in the south yields higher frequency
nadirs, which indicate a more stable system.

In Fig. 8 the results are grouped according to three scenarios of
the type of system component in which storage is installed: loads,
DRES, and URES. The installed storage capacity is proportional
to the power capacity of each component. As an example, when
300 MW of storage are spread across a total of 500 MW of URES,
then at a single URES site of 100 MW a total of 300⇤ (100/500) =
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Fig. 7. Simulation results grouped according to the geographical distribution of storage. ‘‘Spread’’ is for 300 MW of storage spread evenly between north and south,
‘‘North’’ is all 300 MW of storage in the north, and in ‘‘South’’ it is all in the south.

60 MW of storage will be installed. As can be seen in the figure,
in both generation loss scenarios installing storage at utility-scale
RES (URES) yields higher frequency nadirs.

Lastly, Fig. 9 compares the results of the two generation loss
scenarios, in both a generation unit of 500 MW is disconnected
from the grid. In the first scenario, labeled ‘‘P’’, a PV plant in
the south is lost, whereas in the second scenario, labeled ‘‘C’’, a
conventional unit in the north is lost. Scenario ‘‘P’’ is derived from
the results of the unit commitment algorithm, in which the PV
plant in the south is generating 500 MW. Scenario ‘‘C’’ is derived
from alternating between the power dispatches of the generation
units in scenario ‘‘P’’. The results are grouped according to the
distribution of DRES. Fig. 9(a) shows the differences between
the scenarios by subtracting the frequency nadirs of scenario ‘‘P’’
from that of scenario ‘‘C’’. As can be seen, scenario ‘‘C’’ leads to
higher frequency nadirs, except when both DRES and storage are
distributed in the north. Finally, Fig. 9(b) presents the minimum
frequency nadir between the two scenarios. The results show
that the highest frequency nadirs are obtained with the north
distribution of DRES.

Table 5 lists the results of scenario ‘‘P’’, which according to
Fig. 9(a) generally produces the worst results (lowest frequency
nadirs). The frequency nadir is indicated for each combination
of the three distributions of DRES, for all nine combinations of
storage distributions. As can be seen, the frequency nadir ranges
from 49.22 to 49.26 Hz. In addition, the maximal difference due
to a change in the distribution of DRES is 20 mHz, and the
maximal difference due to a change in the distribution of storage
is 40 mHz.

Following are several policy recommendations that are based
on these results. First the results show that the distribution of
both storage and DRES have an impact on the frequency response,

and that certain distributions yield better results. One conclusion
is that in terms of frequency stability, storage is best placed in
the south and installed at utility-scale RES (URES), as can be
derived from Figs. 7 and 8. Although the results show that storage
systems are better placed in URES buses, when storage is placed
in the south the differences in frequency nadir are negligible.
As for the distribution of DRES, Fig. 6 shows that the optimal
distribution depends on the location of the lost generator, and
that frequency stability improves when the DRES are placed far
from this generator. In addition, from Fig. 9(b) we can resolve
that in order to improve stability in the worst-case scenario,
distributed RES are better placed in the north. Fig. 10 illustrates
the optimal distributions, as discussed above, for the Israeli grid
in 2025.

Another significant conclusion is that placing large generation
units in the south poses a greater risk to frequency stability
than placing them in the north. Two types of large generation
units were examined: a large PV plant, and a conventional unit.
The large PV plant in the south does not provide inertia nor
reserves, while the conventional unit in the north does both. As
a result, it is expected that the generation loss in the south will
result in a better frequency response compared to the loss in the
north. However, Fig. 9(a) shows that in general, losing the large
generation unit in the south results in worse frequency response.
Therefore, we conclude that large generation units that must be
placed in the south are better placed closer to the center.

Overall, the results above show that storage is better placed
in the south, and generation units in the north. This general
conclusion may stem from two unique properties of the Israeli
grid: (1) its isolated nature, which makes its dynamic behavior
more sensitive; and (2) the geographical distribution of gener-
ation units, which results in less inertia in the south. As seen in
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Fig. 8. Simulation results grouped according to the type of system component in which storage is installed.

Fig. 1, most of the conventional generation is in the south but very
close to the center of Israel, while the inertia-less generation of
renewable energy sources is predominately deeper in the south.
Moreover, most of the load is located in the center-north, and so
if our model took into account the inertia of the loads, then the
results would have probably been even more conclusive.

The optimal distribution of generation units partly matches
the available land in Israel. In the north, where available land
is scarce, distributed RES may be installed using a dual-purpose
approach on existing infrastructure, such as on rooftops and
water reservoirs. However, although the south of Israel has more
available land and higher solar potential, placing large renew-
able energy sources in this area increases the risk for frequency
instability. Still, it should be more economic and sustainable to
place them in this area, and to maintain a stable frequency by
employing other strategies and policies, such as demand response
and spinning reserve regulation. Moreover, it is estimated that
in order to reach the renewable energy target of 2030, large
renewable energy sources must be placed in the available land
in the south, as there is little land available in other regions of
Israel (Israel Electric Authority, 2020a).

Although the geographical distribution of both storage and
DRES impact the frequency response, we conclude that the im-
pact of the first is significantly greater than the second. This is
implied by the differences between the geographical distribution
scenarios and their impact on the frequency response. As can be
seen in Table 3, the difference in power capacity between the ge-
ographical distribution scenarios of DRES is double than between
those of storage (300 MW vs. 150 MW). However, Table 5 shows
that the maximum difference due to a change in the distribution
of storage is about twice as the difference due to a change in the
distribution of DRES (40 mHz vs. 20 mHz). This may imply that
policy makers should prioritize storage distribution policies over
DRES distribution policies.

5. Storage requirements for frequency stability

Recently, the Israeli renewable energy penetration target for
2030 was dramatically increased from 17% to 30%. This means
that in 2025 the renewable energy penetration level is expected
to be higher than the planned target of 13%. These high targets,
and the periods of high shares of renewable energy already ex-
perienced in the Israeli grid in 2020 (Carmon et al., 2020), raises
concerns related to frequency stability. A central question is what
amount of storage is required to maintain stability, and how
storage devices should be deployed in the grid. In this section
we attempt to answer two more specific questions. The first is
what is the minimal storage power that is required for main-
taining stability in typical scenarios. In this context, we define
the minimal storage power as the power needed to prevent the
frequency from falling under 49 Hz, which is the threshold for
massive load shedding. The second question is how sensitive the
frequency response is to changes in available storage power.

The scenarios in this section are based on the scenarios de-
scribed in Section 4. For a lose of generation unit we examine
scenario ‘‘P’’, which is more realistic as it is derived from the
IECo unit commitment algorithm, and for the distribution of
DRES we use scenario ‘‘spread’’, to eliminate the effect of the
distribution of DRES. For storage we examine multiple combina-
tions of scenarios, where each combination includes one of three
renewable energy penetration targets, 14%, 17%, and 20%, and
one of 10 storage capacity values, ranging roughly from 100 MW
to 300 MW. The conventional power dispatch assumes a 14%
penetration level of renewables, and is derived from the unit
commitment algorithm used by the IECo. The power dispatch in
higher targets is derived from a process in which we modify the
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Fig. 9. Comparison of frequency nadirs between the generation loss scenarios. Scenario ‘‘P’’ is for a loss of a 500 MW PV plant in the south, whereas scenario ‘‘C’’
is for the same power loss but in a conventional unit in the north.

14% dispatch to include more power from DRES on account of
power from conventional units.3

Based on our model, at the 20% renewable energy penetration
target the system reaches a conventional generation must-run
limit. At this limit the online steam units operate at their mini-
mum allowed power, and all other conventional generation units,
except for co-generation units, are disconnected. According to
the unit commitment algorithm, the steam units operate before
and after the examined hour and cannot be turned off and on
rapidly, while the co-generation units supply power as part of
industrial processes, and therefore are not controlled by the TSO
during normal operation. A general example of this daily process
is illustrated in Fig. 11, in which the must-run limit is achieved
at an instantaneous renewable energy penetration level of 60%.

Figs. 12 and 13 present the results for the best and worst
storage distributions as analyzed in Section 4, for several storage
capacities, and for different renewable energy penetration levels.
Fig. 12 illustrates the frequency nadirs with respect to storage
power capacity. The markers represent the simulation results,
and the continuous lines are fitted quadratic functions. Fig. 13
plots the derivatives of these fitted functions, and thus illustrates
the sensitivity of the frequency nadir to the total storage power.
The resulting sensitivity ranges from 3 mHz/MW at 140 MW to
1 mHz/MW at 300 MW.

Table 6 presents the minimal storage power requirements for
which the frequency nadir reaches the 49 Hz threshold of massive
load shedding. The results are given for the different distributions
of storage systems which are installed either all in the south
or the north, and at URES, DRES, or loads. The table also lists

3 It should be noted that this dispatch process is not the standard dispatch
process in which the unit commitment algorithm is re-executed for each target.

Table 6

Minimal storage power requirements and MSMI (in parentheses) for different
distributions of storage systems. Extreme values are in bold.
Target Area URES [MW] DRES [MW] Loads [MW]

14% North 149(.304) 160(.202) 157(.027)
South 147(.139) 146(.102) 147(.080)

17% North 141(.288) 149(.138) 146(.025)
South 143(.135) 140(.072) 141(.077)

20% North 177(.361) 190(.139) 189(.033)
South 188(.177) 186(.075) 184(.100)

in parentheses the ratio between the required storage power
capacity and the installed power capacity at a certain location,
namely the ‘‘MW storage per MW installed’’ (MSMI) measure. For
instance, a 146 MW storage device installed alongside a total load
of 5840 MW will result in MSMI = 146/5840 = 0.025. As can be
seen, the storage requirements ranges from 140 to 190 MW, and
the maximal difference between north and south for each target
is up to 14 MW. The MSMI ranges from 0.025 to 0.361, where the
highest value is obtained when installing storage at URES sites
in the north, and the lowest value is obtained when installing
storage near loads in the north.

Following is a general discussion and several policy recom-
mendations that stem from the results above. First we find that
Israel today already has the required energy storage power ca-
pacity to maintain frequency stability, considering a loss of a
large generation unit in 2025, and assuming 14%, 17%, or 20%
renewable energy penetration levels. Table 6 shows that no more
than 190 MW of storage will be required for these penetration
levels. This requirement for storage can be fulfilled by the existing
300 MW pumped hydro storage (PHS) system, that also supports
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Fig. 10. Optimal storage and DRES distributions for frequency stability, following
a loss of a large generator in the 2025 Israeli grid.

Fig. 11. Example of power distribution between different types of units, based
on the must-run limit. At this limit the online steam units operate at their
minimum allowed power, and all other conventional generation units, except
for co-generation units, are disconnected.

automatic load shedding, but only when the storage is charg-
ing (Shikun Binui, Electra, 2016). Charging the storage system also
increases the load, the generation, and the inertia in the grid, all
of which has a positive effect on frequency stability.

Fig. 12. Frequency nadir as a function of storage power (markers), and quadratic
fitting (dotted lines) for different renewable energy penetration levels, and for
the best-case and worst-case storage distributions.

Fig. 13. Derivatives of the quadratic fitting functions from Fig. 12.

Because this existing pumped hydro storage system provides
sufficient capabilities for frequency stability only in charging op-
eration, policy makers should encourage that this and additional
storage systems will be available for frequency regulation when
there is a risk of instability. In this light, until 2025 two more
PHS systems and at least 168 MW of distributed PV plus storage
will be connected to the grid (Israel Electric Authority, 2020c,b).
Nevertheless, the contribution of these additional storage systems
to the frequency regulation in case of a large disturbance is
currently limited, for two main reasons: (1) frequency regula-
tion policies for these storage systems are not yet defined; (2)
storage in PV sites is expected to store excess renewable energy
that cannot be injected to the grid, and thus cannot impact the
power balance following a disturbance. In the future, increasing
the power capacity of these storage systems may allow them to
participate in frequency regulation.

In addition, our results show that storage requirements do not
change monotonically with renewable energy penetration tar-
gets. According to Table 6, storage capacity requirements decrease
when moving from 14% to 17% penetration level, and increase
when moving from 17% to 20%. This result can be explained based
on the dispatch process: when increasing the renewable energy
penetration level from 14% to 17% the number of conventional
units do not change, so the system inertia remains constant,
but the spinning reserve increases, which leads to higher opera-
tional flexibility. However at 20% penetration the must-run limit
dictates that several conventional generation units must be shut-
down, and as a result the total system inertia is reduced, which
has an adverse effect on frequency response. This may indicate
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that although higher operational flexibility can be an alternative
to storage, the last should be preferred since there are times when
flexibility is limited, for example when reaching the must-run
limit.

Another issue is the crucial timing of storage systems integra-
tion. For instance, in order to postpone the need for storage, large
renewable energy sources that lack inertia should be integrated
in specific seasons of the year. These seasons are characterized by
high demand and stable production of renewable energy, which
reduce the risk for frequency instability. In other seasons in which
the risk for instability is higher, sufficient storage or flexible op-
eration strategies should be already available. In Israel, according
to measurements of load and solar generation, the season which
poses the greatest risk for instability is the spring when the load
is minimal and the solar generation is maximal, whereas during
the summer and the winter this risk is minimal as either the load
maximizes or solar generation minimizes. In this light, it may be
best to time the connection of the planned 500 MW PV plant
in the south to the summer. This will allow maximum time to
prepare sufficient storage systems until the following spring.

Furthermore, the measure of MW storage per MW installed
(MSMI), presented in Table 6, may indicate how the distribution
of storage can affect energy curtailment. Such curtailment might
occur at buses that contain both renewable energy sources and
storage systems, when excess generated energy cannot be stored
nor injected into the grid. Normally this will occur when the
storage is full, and the output of the renewable energy sources
is greater than the load at the bus plus the bus connection limit.
If the storage is also used for frequency regulation then additional
energy must be curtailed, since for the storage to provide its
allocated power for frequency regulation there must be a gap
between the net output power at the bus and the connection
limit. The size of this gap can be calculated by multiplying the
MSMI by the installed power of the RES in each bus.

The results also show that the marginal contribution of storage
for frequency regulation decreases as the overall power capacity
of storage devices in the grid increases. It is obvious that higher
storage power capacity leads to higher frequency nadir. However,
as seen in Figs. 12 and 13, for higher values of storage power
capacity the relative increase in frequency nadir is smaller.

6. Conclusions and policy implications

In this study we explore how the location and size of re-
newable energy sources and energy storage systems impact the
frequency stability of the grid as we focus on Israel in 2025,
using the most realistic dynamic model available. Other coun-
tries that wish to learn from this study can either use similar
methodology, estimate their results based on ours, or discuss
whether they can reach similar or contrary conclusions and policy
recommendations.

Based on simulation results, our main conclusions and policy
recommendations are as follows:

• Israel today can maintaining a stable frequency in 2025,
considering the examined power dispatches and renewable
energy penetration levels, using the existing pumped hydro
storage system but only during charging operation.

• In this light, to maintain a reliable system, policy makers
should encourage, probably through legislation, that the
existing and additional storage systems will be available for
frequency regulation.

• Storage requirements do not change monotonically with
renewable energy penetration targets, probably as a result
of increasing flexibility until a must-run limit is reached at
which the system inertia declines.

• Until sufficient storage systems will be deployed and rel-
evant policies will be declared, operating the system with
high flexibility can support the desired targets of renewable
energy integration.

• We suggest a measure named ‘‘MW storage per MW in-
stalled’’ (MSMI), that indicates how the distribution of stor-
age may affect energy curtailment at buses that contain both
renewable energy sources and storage systems.

• The location of renewable energy sources and energy stor-
age systems has an impact on the frequency stability, and
their preferred location seems to balance the distribution of
inertia in the Israeli grid.

• However, we conclude that this impact is not yet strong
enough to be a leading factor in determining the location of
these sources in Israel at least until 2025. This is because
there are other more challenging technical considerations
with economical influences much stronger than those of the
different strategies to maintain frequency stability. These
considerations mainly include land availability and solar
potential that are mandatory to reach Israel’s renewable
energy targets. As explained in Section 2.2 and demon-
strated in Fig. 2, in the south there is high PV potential as
well as low-cost and available land. Moreover, in Section 4
we present the claim that it is estimated that in order to
reach the renewable energy target of 2030, large renewable
energy sources must be placed in the available land in the
south, as there is little land available in other regions of
Israel.

• Furthermore, we estimate that after 2025 this impact will
diminish due to a more homogeneous distribution of in-
ertia in the likely scenario that storage systems will be
placed adjacent to renewable energy sources in the south,
and that these systems will provide inertial services. We
believe it is the likely scenario as we see research and
industry trends to co-locate energy storage systems and
renewable energy sources for capacity firming (IEA, 2020),
and to implement inertial services in such inverter based
resources (Matevosyan et al., 2019). On the other hand, we
estimate that this impact would be stronger if the placement
and functions of these resources will further emphasize the
heterogeneous distribution of inertia.
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